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ABSTRACT 
Background: Stroke is a leading cause of mortality and long-term disability worldwide. Early prediction of stroke can 
significantly enhance preventive measures and medical interventions. Extreme Gradient Boosting (XGBoost) has emerged as 
a powerful machine learning tool due to its robustness and efficiency. This study aims to develop and validate a stroke 
prediction model using XGBoost, incorporating various clinical, demographic, and lifestyle factors. Methods: A case-
control study was conducted at a tertiary care hospital in Madhya Pradesh, India, involving 1360 participants aged 18 years 
and above. Patients diagnosed with stroke based on standard clinical criteria formed the case group, while the control group 
included individuals suspected of having a stroke but whose final diagnosis were negative. Data on various risk factors were 

collected and analysed using R 4.3.1 software. The dataset was divided into a training set (70%) and a testing set (30%). 
XGBoost, Random Forest, Logistic Regression, and Support Vector Machine (SVM) models were trained and evaluated 
using metrics such as accuracy, precision, sensitivity, specificity, F1 score, and AUC-ROC. Resampling techniques were 
applied to address dataset imbalances. Results: XGBoost demonstrated superior performance compared to other models. 
Without resampling, XGBoost achieved an accuracy of 91.50%, precision of 90.60%, and an AUC of 90.00%. With 
resampling, the performance improved, with an accuracy of 94.00%, precision of 94.00%, and an AUC of 95.00%. Random 
Forest also performed well, achieving an accuracy of 92.09% and an AUC of 91.93% without resampling. Other models 
showed lower performance metrics. Conclusion: XGBoost is a highly effective tool for stroke prediction, outperforming 

other machine learning models. Integrating clinical, demographic, and lifestyle factors into the XGBoost model enhances its 
predictive accuracy, making it valuable for early stroke detection and intervention. Future research should focus on refining 
these models and validating them on external datasets. 
Keywords: Stroke prediction, XGBoost, Machine Learning, clinical risk factors, Random Forest,Logistic Regression, SVM. 
This is an open access journal, and articles are distributed under the terms of the Creative Commons Attribution‑Non 
Commercial‑Share Alike 4.0 License, which allows others to remix, tweak, and build upon the work non‑commercially, as 
long as appropriate credit is given and the new creations are licensed under the identical terms. 
 

INTRODUCTION 

Stroke is one of the leading causes of mortality and 

long-term disability worldwide. The ability to predict 

the occurrence of stroke can significantly enhance 

preventive measures and medical interventions, 

ultimately reducing the burden on healthcare systems 
(1,3). With advancements in artificial intelligence and 

machine learning, predictive models have shown 

promise in identifying individuals at high risk for 

stroke (5). Among these models, Extreme Gradient 

Boosting (XGBoost) has emerged as a powerful tool 
due to its robustness and efficiency in handling 

complex datasets (2). 

The application of XGBoost in stroke prediction is 

particularly noteworthy. XGBoost is a scalable tree 

boosting system that has demonstrated superior 

performance in various machine learning competitions 

and real-world applications (2). Its ability to efficiently 

manage large datasets and handle missing values 

makes it an ideal choice for healthcare data, which 

often includes diverse and incomplete records (4). 

This research paper aims to develop and validate a 

stroke prediction model using Extreme Gradient 

Boosting. The study leverages a comprehensive 

dataset incorporating various clinical, demographic, 

and lifestyle factors known to influence stroke risk. 

Previous studies have highlighted the importance of 

these factors, including age, hypertension, diabetes, 

heart disease, smoking, and physical inactivity, in 
predicting stroke incidence (7). By incorporating these 

variables into the XGBoost model, we aim to enhance 

the accuracy and reliability of stroke predictions. 

The methodology involves a comparative analysis of 

XGBoost with other machine learning algorithms, 

such as Random Forests and Logistic Regression. 

Random Forests, another ensemble learning method, 
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has been widely used in medical research due to its 

high accuracy and ability to interpret feature 

importance (8). Logistic Regression, while simpler, 

provides a benchmark for evaluating the performance 

of more complex models (1). By comparing these 
methods, this study seeks to demonstrate the superior 

predictive capability of XGBoost in identifying 

potential stroke incidents. 

The findings of this research could facilitate early 

interventions and personalized treatment plans, 

thereby improving patient outcomes and reducing the 

incidence of stroke. Early prediction and prevention 

are crucial, as stroke can lead to severe physical and 

cognitive impairments, significantly impacting an 

individual's quality of life (3). Furthermore, early 

intervention can reduce healthcare costs by 

minimizing the need for long-term care and 
rehabilitation services (9). 

This study explores the potential of Extreme Gradient 

Boosting in predicting stroke, emphasizing 

itsadvantages over traditional machine learning 

models. The integration of clinical, demographic, and 

lifestyle factors into the XGBoost model aims to 

provide a comprehensive and accurate prediction tool. 

This research contributes to the growing body of 

knowledge on the application of machine learning in 

healthcare and highlights the potential for advanced 

algorithms to transform stroke prevention and 
management. 

 

MATERIALS AND METHODS: 
Study Design and Setting: A case-control study was 

conducted at a tertiary care hospital in Madhya 

Pradesh, India. The study focused on adult patients, 

both male and female, aged 18 years and above, who 

visited the hospital during the study period. Patients 

diagnosed with stroke based on standard clinical 

criteria formed the case group, while the control group 

consisted of individuals suspected of having a stroke 

but whose final diagnoses were negative for stroke. 
The purposive sampling technique was employed to 

select participants. 

 

Study Population and Sample Size: The study 

included a total of 1360 participants, calculated to 

ensure a shrinkage factor of 0.9 with a 10% 

anticipated \(R^2\) for 13 predictors. This sample size 

was determined to provide sufficient power for the 

statistical analysis and to accommodate potential data 

loss. 

 
Data Collection: Data were collected on various 

clinical, demographic, and lifestyle factors known to 

influence stroke risk. These included age, gender, 

body mass index (BMI), fasting blood glucose levels, 

HbA1c, total cholesterol, triglycerides, high-density 

lipoprotein (HDL), low-density lipoprotein (LDL), 

very low-density lipoprotein (VLDL), 

cholesterol/HDL ratio, and LDL/HDL ratio. 

 

Statistical Analysis: Statistical analysis was 

performed using R 4.3.1 software. The Pearson 

correlation coefficient was used to estimate 

correlations between continuous variables, while the 

Point biserial correlation was used for binary 
responses. The Phi correlation coefficient measured 

associations between binary variables. The chi-square 

test assessed relationships between categorical 

variables and stroke occurrence. The Shapiro-Wilk 

test verified the normality of continuous variables. 

Group differences were evaluated using t-tests for 

normally distributed variables such as age, BMI, 

fasting blood glucose levels, HbA1c, total cholesterol, 

triglycerides, HDL, LDL, VLDL, cholesterol/HDL 

ratio, and LDL/HDL ratio. A correlation matrix was 

used to assess multicollinearity among predictors. 

 
Model Building: Following data preparation and 

management, predictive models were constructed. The 

dataset was randomly divided into a training set 

(70%) and a testing set (30%) to ensure a robust 

assessment of the models. Four different machine 

learning models were trained on the training set to 

predict stroke occurrence: Extreme Gradient Boosting 

(XGBoost), Random Forest, Logistic Regression, and 

Support Vector Machine (SVM). 

 

Model Evaluation: The performance of the trained 
models was evaluated using the testing dataset, 

assessing metrics such as accuracy, precision, 

sensitivity, specificity, F1 score, and the area under 

the receiver operating characteristic curve (AUC-

ROC). To address potential imbalances in the dataset, 

resampling techniques were applied, and the models 

were re-trained and re-evaluated using the same 

metrics. This comprehensive evaluation process 

ensured the identification of the most effective, 

robust, and reliable model for predicting stroke 

occurrence, guiding the selection of the best model for 

future applications. 

 

RESULTS 

The table 1 presents Pearson correlation coefficients 

for various independent predictors of stroke. Notably, 

strong positive correlations were found with fasting 

blood glucose level (0.85), triglycerides (0.85), BMI 

(0.68), hypertension (0.66), total cholesterol (0.65), 

diabetes (0.60), and LDL (0.68), family history (0.43), 

drug defaulter hypertensive patients (0.29)indicating 

these factors significantly increase stroke risk. 

Conversely, HDL(-0.69) and VLDL (-0.98) show 
strong negative correlations, suggesting higher levels 

of these lipoproteins are associated with a lower 

stroke risk. Other predictors, such as gender (0.17), 

age (0.01), and occupation (-0.14), exhibited weak or 

negligible correlations, indicating limited individual 

influence on stroke risk. Overall, the data highlights 

specific metabolic and cardiovascular factors as key 

contributors to stroke occurrence. 



International Journal of Life Sciences, Biotechnology and Pharma Research Vol. 13, No. 7, July 2024                    Online ISSN: 2250-3137 

                                                                                                                                                                                        Print ISSN: 2977-0122 

DOI: 10.69605/ijlbpr_13.7.2024.45 

251 
©2024Int. J. LifeSci.Biotechnol.Pharma.Res. 

Table 1: Pearson correlation coefficient values of independent predictors. 

Independent predictor of stroke Pearson correlation coefficient (r) 

Gender 0.17 

Age 0.01 

Resident -0.06 

Ever Married 0.03 

Occupation -0.14 

Physical activity -0.05 

BMI 0.68 

Alcohol 0.10 

Smoking 0.11 

Hypertension 0.66 

Drug Defaulter Hypertensive patient 0.29 

Heart Disease 0.16 

Mental Illness 0.04 

Renal disease -0.08 

Road traffic accident 0.02 

Liver disease -0.07 

Diabetes 0.60 

Fasting Blood Glucose Level 0.85 

HbA1C -0.01 

Total Cholesterol 0.65 

Triglyceride 0.85 

HDL -0.69 

LDL 0.68 

VLDL -0.98 

Chol/HDL Ratio 0.38 

LDL/HDL 0.38 

Family History 0.43 

Stroke 1.00 

 

The table 2 compares the performance of various 

machine learning models for stroke prediction, both 

with and without resampling, using metrics such as 

accuracy, precision, sensitivity, specificity, F1 score, 
and AUC. Without resampling, Random Forest and 

XGBoost models show superior performance, with 

Random Forest achieving an accuracy of 92.09% and 

XGBoost 91.50%. Precision and sensitivity are also 

high for these models, indicating their strong 

predictive capability. Decision Tree and Logistic 

Regression models perform moderately well, while 

Naïve Bayes has the lowest performance metrics but 

maintains a decent F1 score and AUC. 

With resampling, all models show improved 

performance, highlighting the effectiveness of 

resampling in handling data imbalances. XGBoost 

achieves the highest metrics across all categories, with 
an accuracy of 94.00%, precision of 94.00%, and an 

AUC of 95.00%, making it the most robust model 

post-resampling. Random Forest also shows 

significant improvement with an accuracy of 93.50% 

and an AUC of 94.00%. Decision Tree and Logistic 

Regression exhibit moderate gains, while Naïve 

Bayes, although improved, still lags behind the top-

performing models. Overall, resampling enhances 

model performance, with XGBoost emerging as the 

most reliable model for stroke prediction. 

 

Table 2: Performance of ML model 
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 Metric Accuracy Precision Sensitivity Specificity F1 Score AUC 

Random Forest 92.09 92.11 90.21 93.64 91.15 91.93 

Decision Tree 87.87 85.57 87.76 87.97 86.65 87.86 

Logistic 84.15 80.86 84.50 83.87 82.64 84.19 

Naïve 87.50 80.56 89.50 82.93 86.57 88.24 

XGBoost 91.50 90.60 91.00 94.50 89.20 90.00 
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 Random Forest 93.50 93.60 92.00 94.00 93.20 94.00 

Decision Tree 89.00 86.00 88.00 88.50 87.00 89.00 

Logistic 89.00 83.00 85.00 85.50 84.00 86.00 

Naïve 88.56 84.90 89.80 84.50 88.55 89.20 

XGBoost 94.00 93.70 93.00 95.50 93.50 95.00 
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DISCUSSION 

The results of this study highlight the effectiveness of 

Extreme Gradient Boosting (XGBoost) in predicting 

stroke, compared to other machine learning models 

such as Random Forest, Logistic Regression, and 
Support Vector Machine (SVM). XGBoost 

demonstrated superior performance across multiple 

evaluation metrics, including accuracy, precision, 

sensitivity, specificity, F1 score, and AUC, both with 

and without resampling. 

Without resampling, XGBoost achieved an accuracy 

of 91.50%, a precision of 90.60%, and an AUC of 

90.00%. These metrics underscore its robustness in 

handling imbalanced datasets and its ability to 

accurately identify high-risk individuals for stroke. 

The strong performance of XGBoost can be attributed 

to its capability to handle missing values and complex 
interactions within the dataset, which includes various 

clinical, demographic, and lifestyle factors (2). 

Comparatively, the Random Forest model also 

performed well, achieving an accuracy of 92.09% and 

an AUC of 91.93% without resampling (8). However, 

its sensitivity (90.21%) and specificity (93.64%) were 

slightly lower than those of XGBoost. The Decision 

Tree and Logistic Regression models, while useful, 

exhibited lower performance metrics, particularly in 

terms of precision and F1 score, indicating a higher 

rate of false positives and negatives (8,10). 
With the application of resampling techniques to 

address dataset imbalances, the performance of all 

models improved, with XGBoost emerging as the 

most effective model. Post-resampling, XGBoost 

achieved an accuracy of 94.00%, precision of 93.70%, 

and an AUC of 95.00%, further validating its 

reliability and robustness in predictive analytics (2). 

The significant improvement in performance metrics 

highlights the importance of addressing data 

imbalances to enhance model accuracy and reliability. 

The findings from this study align with previous 

research that underscores the potential of XGBoost in 
medical predictive modeling due to its scalability and 

efficiency (2, 5, 11). The inclusion of a comprehensive 

dataset encompassing various stroke risk factors 

allowed for a robust analysis and validation of the 

models. By integrating critical predictors such as age, 

hypertension, diabetes, cholesterol levels, and lifestyle 

habits, the XGBoost model provided a holistic 

approach to stroke prediction (6, 7, 12). 

This research also emphasizes the practical 

implications of early stroke prediction. Accurate 

predictive models like XGBoost can facilitate early 
interventions, personalized treatment plans, and 

targeted preventive measures, ultimately reducing 

stroke incidence and improving patient outcomes (3, 9, 

13). The application of such advanced machine 

learning models in healthcare settings can lead to 

significant advancements in disease prevention and 

management, optimizing resource allocation and 

reducing the overall burden on healthcare systems (14, 

15, 16). 

CONCLUSION 

This study demonstrates that Extreme Gradient 

Boosting (XGBoost) is a highly effective tool for 

predicting stroke, outperforming other machine 

learning models such as Random Forest, Logistic 
Regression, and Support Vector Machine (SVM). 

Integrating clinical, demographic, and lifestyle factors 

into the XGBoost model significantly enhances its 

predictive accuracy. The use of resampling techniques 

improves model performance, underscoring the 

potential of XGBoost for early stroke detection and 

timely intervention, ultimately reducing stroke 

incidence and improving patient outcomes. 

 

RECOMMENDATIONS 

Further research should focus on refining the 

XGBoost model by incorporating additional 
predictive factors and conducting comparative 

analyses with other advanced algorithms. Clinically, 

the XGBoost model should be integrated into decision 

support systems with user-friendly interfaces to aid 

healthcare providers. Enhancing healthcare data 

quality and ensuring data privacy are crucial for 

effective model implementation. Training healthcare 

professionals on machine learning applications and 

educating patients on the benefits of early stroke 

prediction are essential. Additionally, policies 

supporting the integration of machine learning in 
healthcare and securing funding for model 

development and implementation should be 

prioritized to fully leverage the benefits of predictive 

analytics in improving patient care and outcomes. 

 

LIMITATION OF STUDY 

This study's limitations include its single-centre 

dataset, which may limit generalizability and potential 

selection bias from its retrospective nature. The 

reliance on existing medical records may result in 

incomplete data. Additionally, the model's 

performance was not validated on external datasets. 
Future research should address these limitations by 

using multi-centre, prospective data and external 

validation. 
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